
Local Novelty Detection in Multi-class Recognition Problems

Paul Bodesheim, Alexander Freytag, Erik Rodner, Joachim Denzler
Computer Vision Group, Friedrich Schiller University Jena, Germany

{firstname.lastname}@uni-jena.de | www.inf-cv.uni-jena.de

Abstract

In this paper, we propose using local learning for multi-
class novelty detection, a framework that we call local nov-
elty detection. Estimating the novelty of a new sample is
an extremely challenging task due to the large variability
of known object categories. The features used to judge on
the novelty are often very specific for the object in the im-
age and therefore we argue that individual novelty models
for each test sample are important. Similar to human ex-
perts, it seems intuitive to first look for the most related
images thus filtering out unrelated data. Afterwards, the
system focuses on discovering similarities and differences
to those images only. Therefore, we claim that it is ben-
eficial to solely consider training images most similar to
a test sample when deciding about its novelty. Following
the principle of local learning, for each test sample a lo-
cal novelty detection model is learned and evaluated. Our
local novelty score turns out to be a valuable indicator for
deciding whether the sample belongs to a known category
from the training set or to a new, unseen one. With our lo-
cal novelty detection approach, we achieve state-of-the-art
performance in multi-class novelty detection on two pop-
ular visual object recognition datasets, Caltech-256 and
ImageNet. We further show that our framework: (i) can
be successfully applied to unknown face detection using the
Labeled-Faces-in-the-Wild dataset and (ii) outperforms re-
cent work on attribute-based unfamiliar class detection in
fine-grained recognition of bird species on the challenging
CUB-200-2011 dataset.

1. Introduction
Novelty detection is an important aspect for recognition

systems in real-life applications. Usually, the learned model
captures only a fixed number of different object categories,
but due to uncontrolled environments it is also possible that
objects of previously unseen categories occur. Those new
objects should not be labeled by the system as being one
of the known categories, as standard recognition systems
would do if there is no novelty detection mechanism in-

Figure 1. Our idea for novelty detection: instead of using all sam-
ples of all known categories (cellphone, wok, sombrero), we only
use the k nearest neighbors (connected by dotted lines) of each
test sample to learn a novelty detection model. This may result
in a one-class classification scenario if all neighbors belong to the
same class (as it is the case for the tandem in the lower right cor-
ner). We argue that a sample is novel if it is far away from its
nearest neighbors in the training set, measured by a local novelty
detection model that represents the boundaries of the known class
distributions. Images of this figure are taken from ImageNet [8].

volved. Instead, we need to assign an additional label to
these new objects indicating that they are different com-
pared to all known categories in order to avoid classification
mistakes. In a lifelong learning scenario, a human annota-
tor could then assign labels to the unknown objects such
that the knowledge database of the system can be increased
using incremental learning techniques.

For many scenarios, it is often not possible to collect im-
ages for every object category that may occur in the applica-
tion, even using large-scale databases like ImageNet [8]. If
the recognition problem is at an instance level, e.g., in face
recognition, it is even more likely that an unknown instance
appears. Imagine there is an automatic security check at the
entrance of a building and only a fixed set of registered peo-
ple is allowed to enter. Everybody could try to enter that
building, but only the registered people should pass the test.
Face verification only leads to decisions whether two im-
ages contain the same person [27], but in case of multiple
images per known person, comparing the current test image
with all the ones stored in the database is likely to take too
much time for real-time processing.
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Benefits of local learning In this paper, we propose us-
ing local learning for multi-class novelty detection. Local
learning [6] is a well known technique in classification: for
each test sample, a specific classification model is learned
on-the-fly using its k nearest neighbors in the training set.
This allows for learning complex nonlinear decision bound-
aries, which are necessary to model real-world image data
with large diversity. Additionally, only a subset of the train-
ing data is used to build each classification model which
prevents overfitting to the training set. Especially in large-
scale scenarios, learning a classification model with hun-
dreds of thousands of samples is time-consuming. Often,
linear models are used for large-scale tasks, because the
more powerful kernel approaches can not be exploited in
the presence of huge training sets. With local learning, ker-
nel approaches can also be applied to large-scale data, since
only a subset is used to learn classification models.

Motivation for local novelty detection Typically, a
sample is considered to be novel if it is far away from the
training samples in feature space [5]. However, this im-
plies that it is even far away from its closest samples. Thus,
decisions do not need to take all known samples into ac-
count, but can rather be done in an exemplar-specific man-
ner by learning a novelty detection model from the k nearest
neighbors only (see Figure 1). A second argument for our
local novelty detection approach is the high diversity of vi-
sual objects in images. The distribution of visual features in
the feature space is very complex and local models have a
higher complexity compared to their global counterparts.

Novelty detection is especially challenging for a fine-
grained recognition task, in which different classes can only
be distinguished by subtle details [36] and thus, even un-
known classes only differ slightly from known ones. We
argue that our local novelty detection approach is able to
cope with those tiny differences by only considering a small
neighborhood of the test sample and we show encouraging
results on the CUB-200-2011 benchmark dataset for bird
species recognition [37]. To the best of our knowledge, we
are not aware of any other work dealing with local learning
approaches for the task of novelty detection, especially in
the context of visual object recognition.

Outline of this paper This paper is organized as fol-
lows. The next section summarizes related work for both
local learning and novelty detection. In Sect. 3, we present
our local learning approach for novelty detection. Exper-
imental results for novel visual object detection in object
recognition as well as for the specific applications of novel
face detection and unknown bird species detection are pre-
sented in Sect. 4. Conclusions are drawn in the last section.

2. Related work
In this section, we review related work on local learning,

multi-class novelty detection, and one-class classification.

2.1. Local learning

The idea of local learning has already been introduced
in [6] for the task of handwritten digit recognition. Be-
side this application, the authors also study the influence
of locality on the capacity of their classification model.
In [40], a local learning approach is applied to image
categorization. Their resulting framework, called SVM-
KNN, consists of k-nearest-neighbor-search followed by
multi-class SVM classification. Local learning is also used
to improve classification models based on bag-of-visual-
words features for facial expression recognition [18]. In
recent work on relative attribute prediction [39], local rank-
ing models are learned to accomplish fine-grained visual
comparisons. Furthermore, local learning principles have
been used in fine-grained recognition to learn exemplar-
specific feature representations [12] and for nonparametric
part transfer [13]. However, we have not found any work
about local learning for multi-class novelty detection.

2.2. Multi-class novelty detection

Multi-class novelty detection is poorly studied so far.
Given some training samples from a fixed number of known
classes, the task is to decide for each test sample whether it
belongs to one of the known classes (it does not matter to
which class exactly) or to a new class that has not been ob-
served in the training set. Most of the existing novelty de-
tection approaches use the one-class classification paradigm
and either treat multiple known classes as a single, artificial
class [22], or learn a single one-class classification model
for each known class independently [35]. In our previous
work [5], we have shown that both strategies lead to poor
performance compared to a simple one-vs-all SVM base-
line. Furthermore, the kernel null space approach that we
have presented in [5] based on kernel null Foley-Sammon
transform (KNFST) outperforms the SVM baseline as well
as all the tested approaches based on different one-class
classification techniques. Therefore, we have decided to use
KNFST in our local learning framework. Note that the code
for KNFST is publicly available [5].

The goal of KNFST is to compute a low-dimensional
embedding of the training data such that samples of the
same class are mapped to the same point but samples from
different classes are mapped to different points. This can
be achieved by enforcing the within-class scatter of each
projection direction ϕ to be zero (ϕTSwϕ = 0), while en-
suring a positive between-class scatter (ϕTSbϕ > 0). Ob-
viously, this maximizes the Fisher discriminant criterion:

F(ϕ) =
ϕTSbϕ

ϕTSwϕ
→∞ . (1)

Using the kernel trick allows for estimating within-class
and between-class scatter in some high-dimensional feature



space, because the necessary computations depend only on
inner products of the samples. After computing the so-
called null projection directions ϕ and the corresponding
class representations in the null space, the novelty score of
a test sample is the smallest distance of the test sample to
one of the class representations in the null space [5].

Furthermore, recent papers on open set recognition [19,
32] also deal with unknown categories that are not present
in the training set. However, since novelty detection in gen-
eral is often treated as a one-class problem, we additionally
review related work on one-class classification in the next
section for the sake of completeness. Additionally, there
exist overview papers about different approaches towards
novelty detection [24, 25, 26, 28].

2.3. One-class classification

The most popular techniques for one-class classification
are one-class SVM (1–SVM) [33] and support vector data
description (SVDD) [34]. Both are based on optimization
problems: whereas 1–SVM separates the training data from
the origin of the feature space using a hyperplane with max-
imum margin, SVDD encloses the training data with a hy-
persphere of minimum volume. The two methods can im-
plicitly be applied in a nonlinear and high-dimensional fea-
ture space using kernel functions to compute inner products.

Another one-class approach is based on Gaussian pro-
cess (GP) regression [20]. Assuming a zero-mean GP prior
and setting the labels of all training samples to a non-zero
constant (e.g., 1), a novelty score can be inferred from the
GP regression framework using either the predictive mean
or the predictive variance of the estimated distribution.

Further one-class classification techniques range from
prototype based approaches [1, 2], Parzen density estima-
tion [4], convex hull algorithms [7], as well as one-class
random forests [9] to kernel PCA [16] and kernel Fisher dis-
criminants [30]. However, one-class methods are inferior to
the multi-class KNFST approach in multi-class settings [5].

3. Local learning for novelty detection
Local learning has been introduced to tackle the trade-off

between the capacity of a learning system and the amount
of training data [6]. A local model is learned separately for
each test sample using its k nearest neighbors in the training
set, which is in contrast to the traditional approach of learn-
ing one global model for all test samples using the whole
training set. In this paper, we are interested in applying lo-
cal learning to novelty detection. We argue that novelty can
be inferred locally for each test sample by only considering
the most similar training samples. For a novel sample, those
nearest training samples form the boundary to the known
classes. The common assumption in novelty detection is
that a test sample is novel if it is far away in feature space
from all known categories observed so far. In this case, it

is especially far away from its k nearest neighbors (see Fig-
ure 1). We exploit this observation using local learning.

Moreover, local novelty detection models are more suit-
able to manage the huge complexity of data distributions in-
duced by features of real-world images. Especially for the
task of novelty detection, the separation of known and un-
known classes is highly nonlinear and specific for each class
and each local region in the feature space. We therefore
learn exemplar-specific novelty detection models to achieve
a higher flexibility in the decision process particularly tai-
lored to the sample currently under observation.

For each test sample, we first compute the nearest neigh-
bors. Since the squared Euclidean distance of two samples
xi and xj can be computed using inner products only:

dEuclidean (xi,xj)
2 = (xi − xj)

T (xi − xj)

= xT
i xi + xT

jxj − 2 · xT
i xj ,

(2)

we determine the k nearest neighbors of a test sample
based on the squared Euclidean distance in some high-
dimensional kernel feature space by computing inner prod-
ucts with a kernel function κ:

dκ (xi,xj)
2 = κ (xi,xi) + κ (xj ,xj)− 2 · κ (xi,xj) . (3)

Having determined the nearest neighbors, we learn a local
novelty detection model using those neighbors only. Note
that computing such a model is fast compared to learning a
model using the whole training set with probably thousands
of samples. The predicted novelty score of the local model
is then used to rank the test sample.

In this paper, we use the multi-class novelty detection ap-
proach based on kernel null space methods that we have pre-
sented in our previous work [5]. We have shown that this ap-
proach is superior to other novelty detection approaches [5],
which are usually formulated for one-class classification
problems (e.g., one-class SVM [33], one-class Gaussian
processes [20]). This observation can also be verified by
the experiments in this paper (see Sect. 4).

It is interesting to note that we compute a feature trans-
formation leading to an exemplar-specific subspace, in our
case an exemplar-specific null space. Here, only the most
similar training samples of a test image contribute to the
computations and we achieve a local transformation repre-
senting the neighborhood of the test sample under consid-
eration. Moreover, only samples of those categories are in-
volved that share features with the test image or are visually
similar. Unrelated categories with visually dissimilar ob-
jects are excluded explicitly at an early stage reducing the
number of visual concepts to compare with and the num-
ber of training samples to build the local model from. This
means nothing but discarding the easy-to-differentiate cat-
egories first based on k-nearest-neighbor-search and decide
about novelty using a more complex kernel-based novelty
detection model learned from the training samples of the
categories most similar to the test sample.



In our proposed local learning approach it is possible that
all of the k nearest neighbors of a test sample have the same
class label leading to a one-class classification scenario, es-
pecially if k is very small. Hence, we should have a novelty
detection method applicable to both one-class and multi-
class settings for our local learning approach. Although
other combinations of one-class classifiers and multi-class
novelty detectors are possible, we use kernel null space
methods for both scenarios since a one-class formulation
is also provided in [5]. Thus, our local models are either
one-class null space models or multi-class null space mod-
els depending on the class distribution of the nearest neigh-
bors. Note that the idea of using local models can also be
applied to other novelty detection algorithms beside null
space methods, which makes it possible to incorporate our
framework in many other techniques and applications1.

4. Experiments
To show the usefulness of local learning for novelty de-

tection, we have conducted several experiments using dif-
ferent datasets. In Sect. 4.1, we evaluate our method on
several class selections from the Caltech-256 [14] and the
ImageNet [8] dataset. These experiments show the nov-
elty detection performance for general object recognition
tasks. Results in a face identification application using
the Labeled-Faces-in-the-Wild dataset [17] and in unknown
bird species detection using the CUB-200-2011 dataset [37]
are presented in Sect. 4.2 and Sect. 4.3, respectively.

4.1. Multi-class novelty detection results

Features For both datasets, Caltech-256 and ImageNet,
we have chosen the same publicly available feature rep-
resentations of images as in [5]: bag-of-visual-words his-
tograms of densely sampled SIFT descriptors. To measure
similarities between histograms, we apply the histogram in-
tersection kernel, a well-known and widely used kernel for
histograms obtained from image data [3, 5, 11, 23, 29].

Setup In each experiment, we randomly select two
subsets of classes. One subset represents the known
classes used during learning, the other subset represents
new classes whose samples should be detected as unknown
during testing. Both subsets contain the same number of
classes and we have tested several settings, ranging from
10 known and 10 unknown classes to 50 known and 50 un-
known classes. We use the same evaluation metric as in [5]
and results in terms of AUC [10] are averaged over 20 dif-
ferent random class selections for each setting. Following
the experimental protocol of [5], samples of Caltech-256
categories that are used as known classes are split in two
sets of the same size such that we have the same number
of train and test samples per known category. All samples

1Source code available: www.inf-cv.uni-jena.de/novelty detection
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Figure 2. Results of our local learning approach (depending on the
number of nearest neighbors) compared to the KNFST baseline
as well as one-class classifier approaches (1–SVM and GP–VAR)
on the Caltech-256 dataset (left column) and the ImageNet dataset
(right column) for a varying number of known classes (a-e).

of Caltech-256 categories that are considered as unknown
classes are used as new samples in the testing phase. From
the ImageNet dataset, 100 images of known categories are
selected to build a training set and the test set contains 50
images of each known and unknown category.
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Figure 3. Novelty detection performance of selected models for the Caltech-256 dataset (left) and the ImageNet dataset (right).

Method comparison Detailed results for both datasets
are shown in Figure 2. We compare our local learning
approach using kernel null space methods (KNFST) with
the baseline approach of learning a single full KNFST
model [5] with all training samples. Additionally, we learn
for each known class a one-class classifier to have further
competitors as in [5]. For the one-class models, we ap-
ply one-class SVM (1–SVM) [33] and uncertainties from
Gaussian processes (GP–VAR) [20]. For a small number of
neighbors (e.g., 50 or 100), the baseline methods achieve
better performance than our local learning approach. This
is due to the fact that with such a small number of neigh-
bors, it is likely the case that only few samples of a small
number of known classes are used to learn local novelty de-
tection models. Thus, the learned model is not that accurate,
since we do not expect a sufficient number of samples for
each class within a small neighborhood of a test sample. In-
creasing the neighborhood leads to clear performance gains
with results superior to those of the baseline methods pro-
posed in [5]. Especially if we increase the number of known
classes, the gap between the results of our local learning ap-
proach and the baselines increases as well. We clearly ob-
serve that our local learning model is most beneficial for an
increasing number of known classes. It achieves state-of-
the-art performance for various settings on both datasets.

Computation time One important question is how
much computation time is needed to compute the novelty
score of a test sample using our local learning approach.
Compared to the baselines, we expect that our approach
takes more time, because a local model is learned for each
test sample. Naturally, computation times are directly cou-
pled with the number of retrieved neighbors. However, the
average testing time that is spent to compute the novelty
score of a single sample is still below 1 second for neigh-
borhoods of size k ≤ 700 and up to 5,000 training samples
(tested on a 64-bit machine with AMD Opteron processor
and 2.8 GHz). Note that the testing time involves comput-
ing similarities to the training data using the kernel func-
tion, sorting those values to obtain the k closest samples in
the kernel feature space, as well as learning and evaluating
a local novelty detection model estimated with only a small
subset of the training data. Additional evaluations of com-
putation times can be found in the supplemental material.

Evaluation of selected models We also summarize the
novelty detection ability for a selection of the different mod-
els in Figure 3. Our local learning approach with neigh-
borhoods of sizes 200, 400, and 600 is compared to the
baselines. We observe an increasing performance for an
increasing neighborhood of our local models in almost all
settings and for both datasets. In our experiments with the
ImageNet dataset, detection performances of all methods
drop faster for an increasing number of known classes and
training samples compared to the Caltech-256 dataset. Nev-
ertheless, local learning even outperforms a global model
trained on all data in a significant number of cases. Note
that the performances of local models converges to the re-
sults of a global model for increasing neighborhood sizes.
Interestingly, for more than ten known classes, the gap be-
tween the performances of models with 200 and 400 neigh-
bors is larger than the improvement achieved by increasing
the neighborhood size from 400 to 600. However, there is
a trade-off between high performance and low computation
time such that the number of neighbors should be selected
wisely. Although it can be estimated using cross-validation
and a leave-one-class-out strategy, we suggest to specify the
size of the neighborhood based on the requirements of the
application, e.g., time constraints.

Further analysis Additionally, we observe from Fig-
ure 2 and Figure 3 that (i) the performance on the Caltech-
256 dataset is better compared to the ImageNet dataset,
which is mainly due to larger variances of object size and
pose in the ImageNet dataset (see also Figure 5), and (ii)
the task of multi-class novelty detection becomes harder if
the number of known classes increases. For the Caltech-256
dataset, the performance decreases from about 68% AUC to
about 60% AUC when the number of classes increases from
10 to 50. A similar trend can be observed by considering the
more challenging ImageNet dataset, for which the perfor-
mance decreases from about 65% AUC to about 55% AUC.
This originates from the fact that dealing with more known
classes increases the probability that a sample from an un-
known class is accidentally classified as one of the known
classes. This corresponds to analyzing the “openness” of a
classification problem in open set recognition [19, 32]. Nev-
ertheless, our local learning approach achieves state-of-the-
art performance for all the tested numbers of known classes.
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Figure 4. Unknown face detection performance on the Labeled-Faces-in-the-Wild dataset. In our experiments, either 158 categories with
more than 10 samples (left) or 423 categories with more than 5 samples (right) are treated as known.

4.2. Application 1: unknown face detection

We further test our proposed method for the task of un-
known face detection using the Labeled-Faces-in-the-Wild
dataset [17]. This is a recognition task at an instance level,
meaning that each person in the dataset is treated as a sin-
gle category. In the first experiment, those 158 categories
with at least 10 images are used as the known classes and
random splits into 50% training data and 50% test data are
computed. The remaining 5,591 categories, each with less
than 10 images, are considered to be unknown. In a sec-
ond experiment, we use the same setup but with a minimum
of 5 images per known category leading to 423 known and
5,326 unknown categories. To represent a face, we use SIFT
descriptors at three different scales and nine detected land-
mark positions provided by [15]. The final face descriptor is
achieved via concatenation of the 27 SIFT descriptors fol-
lowed by L1-normalization. Again, we use the histogram
intersection kernel to compute pairwise similarities.

The outcome of our unknown face detection experiments
is shown in Figure 4. Results have been averaged over 20
random splits for the samples of known categories. Again,
we observe that the detection performance increases if we
increase the size of the neighborhood of each test sample.
Achieving a value of 68.0% AUC with 400 neighbors in the
first experiment (left plot), we outperform the full KNFST
baseline [5] (67.1% AUC) and the score further increases
to 72.5% AUC using 750 neighbors. The absolute perfor-
mance slightly decreases in the second setup (right plot),
but the same trend as well as the gap between our approach
and the baselines can be observed.

Note that for more than 150 categories, 72.5% AUC is
really impressive compared to the decreasing performance
trend on the Caltech-256 and the ImageNet dataset, when
the number of known categories increases from 10 to 50
(see Sect. 4.1). Please also notice that the huge number of
unknown face categories does not lead to a bias, since AUC
is invariant to imbalanced class distributions [10]. The main
difference is that in face recognition, features are highly
tuned for this task, e.g., using specific detectors for land-
mark positions, since knowledge about the shape and the
structure of the objects (faces) can be exploited. For vi-
sual object recognition in general, identifying suitable land-

marks and discriminating features is hard due to a higher
intra-class variance compared to the instance-level task of
face recognition (see Figure 5).

4.3. Application 2: unknown bird species detection

The CUB-200-2011 dataset [37] contains images of 200
different bird species and it is the benchmark for our exper-
iments in a challenging fine-grained recognition task. We
use the same experimental setup proposed by [36] and ran-
domly select 100 from the 200 available classes as known
ones. From the remaining 100 classes, 50 are randomly
chosen and treated as unknown. As done in [36], we extract
features from patches around ground truth part locations but
restrict feature representations as in [13] to histograms over
both quantized OpponentSIFT descriptors [31] and color
name descriptors [38]. Compared to [36], we do not use
geometric blur features and attribute descriptions.

Since we have distinct features for individual parts of
the birds, we propose learning an individual local novelty
detection model for each feature representation of each part
and combine the obtained novelty scores to form a single
novelty measure from those part-specific novelty detection
models. We have tested several combination rules and found
that simple averaging yields the best performances. Note
that we only consider those parts of a bird, that are actually
visible in the image. Therefore, some training images do not
contribute to specific part models and not every part model
necessarily contributes to the score of a specific test image.

We compare our local novelty detection approach us-
ing 100, 200, 300, and 400 neighbors with the full KNFST
model as well as the methods presented in [36]. The results
have been averaged over five random class selections and
are summarized in Table 1. Our local novelty detection ap-
proach with 200 neighbors achieves the best result (59.7%
AUC) outperforming the full KNFST model [5] (51.9%)
and unfamiliar class detection (UCD) based on attributes
proposed by [36] (57.2%). Although each part-specific
model alone would on average only yield values between
50.3% and 57.9% AUC, model combination leads to a
performance boost showing that a single part alone is not
sufficient to distinguish between known and unknown bird
species. A visualization of the novelty scores obtained from
the part-specific novelty detection models is given in Fig-
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(a) Labeled-Faces-in-the-Wild [17] (b) Caltech-256 [14] (c) ImageNet [8]

Figure 5. Example images from some datasets used in our experiments. While the intra-class variability increases from (a) face recognition
as a classification problem at an instance level to (b) general object category recognition with (c) increasing variability of object size and
pose as well as changing background and context, the novelty detection performance naturally decreases in that direction.

Method AUC

UCD (Wah and Belongie, CVPR 2013 [36]) 57.2%
One-class SVM (result presented in [36]) 51.8%
Two-class SVM (result presented in [36]) 51.4%
Full KNFST (Bodesheim et al., CVPR 2013 [5]) 51.9%

Local KNFST models, k=100 (this paper) 57.3%
Local KNFST models, k=200 (this paper) 59.7%
Local KNFST models, k=300 (this paper) 59.5%
Local KNFST models, k=400 (this paper) 59.0%

Table 1. Results of our novelty detection experiments in fine-
grained recognition scenarios using the CUB-200-2011 dataset.

ure 6. It allows for identifying those parts that contribute
most to the final decision and we clearly observe the distinc-
tion between known and unknown bird categories. Whereas
only the legs of the known bird in the right image of Fig-
ure 6(a) deviate significantly from already observed ones,
also parts at the head of the unknown bird in the right im-
age of Figure 6(b) indicate novelty and make the difference.

5. Conclusions

In this paper, we have shown that the concept of local
learning is beneficial for multi-class novelty detection tasks.
Besides being intuitive, using only the nearest neighbors
of a test sample in the training set to learn a local model
yields state-of-the-art performance on various benchmark
datasets. These results suggest that it is sufficient to com-
pute novelty scores only with respect to the boundaries of
the known class distributions represented by a model built
from training samples closest to the test sample. Addition-
ally, we have shown that our local novelty detection frame-
work is suitable for unknown face detection and thus help-
ful for many surveillance applications that involve person

(a) Birds of known categories

(b) Birds of unknown categories

Figure 6. Visualizing the novelty scores for different birds of the
CUB-200-2011 dataset [37]. Individual estimates are obtained
from part-specific novelty detection models of our local learning
approach. Colored squares at part positions indicate correspond-
ing novelty scores ranging from known (green) to novel (red).

identification and face recognition. Last but not least, our
experiments on the birds dataset reveal the wide applica-
bility of our local novelty detection approach even for the
challenging fine-grained recognition task.

As stated in [5], novelty detection in large-scale scenar-
ios with hundreds or thousands of categories is an impor-
tant problem and we are far from having a satisfactory so-
lution. However, our local learning approach is a first step
towards large-scale novelty detection, since we are able to
even apply kernel-based methods for an increasing number
of known categories and control the amount of computation
time by selecting an appropriate size of the neighborhood.



We encourage other researchers in the field of novelty
detection to use our local novelty detection framework with
the algorithms they developed, because different methods
can easily be incorporated.

Future work will be focused on a combined treatment of
feature extraction and novelty detection. So far, the devel-
oped novelty detection techniques can be applied to almost
any type of feature representation as long as an appropriate
kernel can be defined. However, a more vision-based ap-
proach exploiting all the visual information given in the im-
age, e.g., local structures and context, should be taken into
account explicitly. Thus, it would be interesting to study
whether deep convolutional approaches for image catego-
rization [21] can be applied for visual novelty detection.
Furthermore, applying local learning to open set recogni-
tion in order to compare with the recent advances in this
field of research [19, 32] seems promising as well.
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